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1 Change of the matrix of an operator

Last time we studied what happens with the coordinates of the vector if we change the basis

from the “old” to the “new” one. We figured out that there exists a change-of-basis matrix,

and if vector x had coordinates

(x1, x2, . . . , xn) in the “old” basis {e1, e2, . . . , en}

and coordinates

(x′1, x
′
2, . . . , x

′
n) in the “new” basis {e′1, e′2, . . . , e′n}

and C is a change-of-basis matrix such that

(e′1, e
′
2, . . . , e

′
n) = (e1, e2, . . . , en)C

then 


x1

x2

...

xn




= C




x′1
x′2
...

x′n




On this lecture we will study what happens with the matrix of a linear operator if we take

another basis in the space.

Let V be a vector space, and let {e1, e2, . . . , en} be the “old” basis and {e′1, e′2, . . . , e′n} be

the “new” basis, and the change-of-basis matrix from the “old” basis to the “new” one is C,

such that

(e′1, e
′
2, . . . , e

′
n) = (e1, e2, . . . , en)C. (1)

Multiplying this equation by C−1 we have

(e′1, e
′
2, . . . , e

′
n)C−1 = (e1, e2, . . . , en). (2)

Let A be a linear operator in the vector space V , and its matrix with respect to the “old” basis

is A. Then by definition of the matrix of the operator,

(A(e1),A(e2), . . . , A(en)) = (e1, e2, . . . , en)A. (3)
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Now we can get the expression for the matrix of A is “new” basis. Applying A to both sides

of the equality (1), we get

(A(e′1), A(e′2), . . . , A(e′n)) = (A(e1),A(e2), . . . , A(en))C by (1)

= (e1, e2, . . . , en)AC by (3)

= (e′1, e
′
2, . . . , e

′
n)C−1AC. by (2)

So, the matrix of this operator A in “new” basis is C−1AC.

Definition 1.1. Two matrices A and B are called similar if there exists a matrix C such that

B = C−1AC.

So, matrices of the operator in different bases are similar.

Example 1.2. Let’s consider the operator of rotation by an angle π/2. Let {e1, e2} be the

standard basis, and the new basis is

e′1 = 2e2;

e′2 = e1 − e2.

-x

6y

-
e1

6e2

6e′1

@
@R

e′2

Then the change-of-basis matrix is

C =

(
0 1

2 −1

)

Now we can find C−1:

C−1 =

(
1
2

1
2

1 0

)

After rotating we have:

A(e1) = e2;

A(e2) = −e1.,

so the matrix of this linear operator is

A =

(
0 −1

1 0

)
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Now we can find the matrix of this operator in “new” basis {e′1, e′2}:

C−1AC =

(
1
2

1
2

1 0

)(
0 −1

1 0

)(
0 1

2 −1

)
=

(
1
2

1
2

1 0

)(
−2 1

0 1

)
=

(
−1 1

−2 1

)

It means, that the coordinates of A(e′1) in “new” basis are (−1,−2) and the coordinates of A(e′2)

in “new” basis are (1, 1):

A(e′1) = (−1)e′1 + (−2)e′2 = −e′1 − 2e′2 = −2e2 − 2(e1 − e2) = −2e1,

A(e′2) = e′1 + e′2 = 2e2 + e1 − e2 = e1 + e2,

and this can be easily seen on the picture (look, which vectors we get after rotating e′1 and e′2
by π/2).

2 Diagonalizable operators

Now let’s consider operators which has diagonal matrices in some basis. If the matrix of an

operator A in some basis {e1, e2, . . . , en} is equal to

A =




a11 0 . . . 0

0 a22 . . . 0

. . . . . . . . . . . . . . . . . .

0 0 . . . ann




then it means that
A(e1) = a11e1

A(e2) = a22e2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

A(en) = annen,

i.e. this operator stretches basic vectors.

Example 2.1. Consider operator which has matrix

(
2 0

0 3

)
in the basis {e1 = (1, 1), e2 =

(0, 1)}.

-x

6y

�
�� e16e2

�
�
�
�� A(e1)

6A(e2)

It lengthens the vector e1 = (1, 1) 2 times and lengthens the vector e2 = (0, 1) 3 times.
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So, when the operator is in the diagonal form, its easy to see its action — perfectly under-

stand, what happens with vectors if we apply this operator.

We’ll give the following definition.

Definition 2.2. The operator A is called diagonalizable if there exists a basis, such that the

matrix of A is diagonal in this basis.

Unfortunately (or fortunately — otherwise linear algebra would not exist, as well as many

other parts of mathematics) not all operators are diagonalizable.

Example 2.3. The operator of rotation by an angle π/4 is not diagonalizable, since none of

the vectors remain on their lines — all of them are rotated.

Let the operator A is given by the matrix A in some basis {e1, e2, . . . , en}. To diagonalize

operator means to find the matrix C such that C−1AC is diagonal. We can treat this matrix

C as a change of basis matrix, so knowing the matrix, we can get the basis, with respect to

which the operator is diagonal.

Later we will study which operators are diagonalizable, and how to figure it out. And for

nondiagonalizable operators we will see that there exists another good form of the matrix of

the operator (not as good as diagonal, though).

Now we will try to find the diagonal form of the operator if it exists.

Let V be a vector space, and let A be a linear operator in V . Then the matrix of A has

diagonal form in the basis {e1, e2, . . . , en} if and only if there exist numbers λ1, λ2, . . . , λn such

that
A(e1) = λ1e1

A(e2) = λ2e2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

A(en) = λnen,

So, our goal is to find all such λ’s that there exists a vector x such that A(x) = λx.

Let the matrix of the operator in some basis be A. Then we want to find a vector x and a

number λ such that

Ax = λx.

We can rewrite it in the following form (I — identity matrix):

Ax = λIx ⇔ Ax− λIx = 0 ⇔ (A− λI)x = 0.

The last equation

(A− λI)x = 0 (4)

should be used to determine x and λ.
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If

A =




a11 a12 . . . a1n

a21 a22 . . . a2n

. . . . . . . . . . . . . . . . . .

an1 an2 . . . ann


 and x =




x1

x2

...

xn




then the equation (4) is equivalent to the following linear system:





(a11 − λ)x1 + a12x2 + . . . + a1nxn = 0

a21x1 + (a22 − λ)x2 + . . . + a2nxn = 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

an1x1 + an2x2 + . . . + (ann − λ)xn = 0

This system has a nonzero solution if the matrix of it is not invertible (otherwise, all rows in REF

are nonzero rows, so the only solution is zero). So, A−λI is not invertible, so det(A−λI) = 0.

This can be considered as an equation, and if we solve it we can find λ. This equation is called

characteristic equation.
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